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Part I: Multiple choice  
 
1)  In a recent survey of high school students, it was found that the average amount of money 
spent on entertainment each week was normally distributed with a mean of $52.30 and a standard 
deviation of $18.23. Assuming these values are representative of all high school students, what is the 
probability that for a sample of 25, the average amount spent by each student exceeds $60? 

A) 0.3372 
B) 0.0174 
C) 0.1628 
D) 0.4826 

Answer:  B 
 
2)  If a sample of size 100 is taken from a population whose standard deviation is equal to 100, 

then the standard error of the mean is equal to: 
A) 10 
B) 100 
C) 1,000 
D) 10,000 

Answer:  A 
 
3)  What is the name of the parameter that determines the shape of the chi-square distribution? 

A) mean 
B) variance 
C) proportion 
D) degrees of freedom 

Answer:  D 
 
4)  If all possible samples of size n are drawn from an infinite population with a mean of 20 and a 

standard deviation of 5, then the standard error of the sampling distribution of sample means is 
equal to 1.0 only for samples of size: 
A) 5 
B) 15 
C) 20 
D) 25 

Answer:  D 
 
5)  Why is the central limit theorem important in statistics? 

A) Because for a large sample size n, it says the population is approximately normal. 
B) Because for any population, it says the sampling distribution of the sample mean is 
approximately normal, regardless of the shape of the population. 
C) Because for a large sample size n, it says the sampling distribution of the sample mean is 
approximately normal, regardless of the shape of the population. 
D) Because for any sample size n, it says the sampling distribution of the sample mean is 
approximately normal. 

Answer:  C 
 
 
 



6)  The average score of all students who took a particular statistics class last semester has a mean 
of 70 and a standard deviation of 3.0. Suppose 36 students who are taking the class this 
semester are selected at random. Find the probability that the average score of the 36 students 
exceeds 71. 
A) 0.0228 
B) 0.0772 
C) 0.1228 
D) 0.1772. 

Answer:  A 
 
7)  The amount of material used in making a custom sail for a sailboat is normally distributed with 

a standard deviation of 64 square feet. For a random sample of 15 sails, the mean amount of 
material used is 912 square feet. Which of the following represents a 99% confidence interval 
for the population mean amount of material used in a custom sail? 
A) 912 ± 49.2 
B) 912 ± 42.6 
C) 912 ± 44.3 
D) 912 ± 46.8 

Answer:  B 
 
8)  Which of the following statements is true regarding the width of a confidence interval for a 

population proportion? 
A) It is narrower for 95% confidence than for 90% confidence. 
B) It is wider for a sample of size 80 than for a sample of size 40. 
C) It is wider for 95% confidence than for 99% confidence. 
D) It is narrower when the sample proportion is 0.20 than when the sample proportion is 0.50. 

Answer:  D 
 
9)  Which of the following distributions is used when estimating the population mean from a 

normal population with unknown variance? 
A) the t distribution with n + 1 degrees of freedom 
B) the t distribution with n degrees of freedom 
C) the t distribution with n - 1 degrees of freedom 
D) the t distribution with 2n degrees of freedom 

Answer:  C 
 
10)  If a sample has 20 observations and a 90% confidence estimate for μ is needed, the appropriate 

t-score is: 
A) 2.120 
B) 1.746 
C) 2.131 
D) 1.729 

Answer:  D 
 
 
 
 
 



11)  If a sample of size 30 is selected, the value of A for the probability P(t ≥ A) = 0.01 is: 
A) 2.247 
B) 2.045 
C) 2.462 
D) 2.750 

Answer:  C 
 
12)  A random sample of size 15 is taken from a normally distributed population with a sample mean 
of 75 and a sample variance of 25. The upper limit of a 95% confidence interval for the population mean 
is equal to:  

A) 77.530 
B) 72.231 
C) 74.727 
D) 79.273 

Answer:  A 
 
 

 
13)  If a sample of size 81 is taken from a population whose standard deviation is equal to 81, then 

the standard error of the mean is equal to  
 

A) 9 
B) 27 
C) 1 
D) None of the above 

 ANSWER: A 
 
 

 
14)  If a random sample of size n is drawn from a normal population, then the sampling distribution 

of sample means will be: 
 
A) normal for all values of n 
B) normal only for n > 30 
C) approximately normal for all values of n 
D) approximately normal only for n > 30 
ANSWER: A 
 

 
15)  If the standard deviation of the sampling distribution of sample means is 7.0 for samples of size 

64, then the population standard deviation must be 
 

A) 56 
B) 448. 
C) 3136 
D) 7. 
ANSWER:  A 

 



16)  Let X1, X2, X3, and X4 be a random sample of observations from a population with mean μ and 

variance σ2. Consider the following estimator of μ: 1 = 0.6 X1 + 0.4 X2 + 0.25 X3 + 0.45 X4. 

What is the variance of 1? 

A) 1.700 σ2 

B) 0.785 σ2 

C) 2.890 σ2 

D) 0.425 σ2 
Answer:  B 

 
 
17)  If a sample of size 41 is selected, the value of A for the probability P(-A ≤ t ≤ A) = 0.90 is: 

A) 1.303 
B) 1.684 
C) 2.021 
D) 2.423 
Answer:  B 

 
 
18) Which of the following statements is correct? 

 
A) A point estimate is an estimate of the range of a population parameter 
B) A point estimate is a single value estimate of the value of a population parameter 
C) A point estimate is an unbiased estimator if  its  standard  deviation  is  the same as the 

actual value of the population standard deviation 
D) All of the above 
ANSWER:   B 
 

19)  The bias of an unbiased estimator is equal to: 
A) 1 
B) 0 
C) Infinity 
D) Depends on the parameters of the question. 

Answer:  B 
 

 
 
20) The larger the level of confidence (e.g., .99 versus .95) used in constructing a confidence interval 

estimate of the population mean, the: 
 
A) larger the probability that the confidence interval will contain the population mean 
B) the larger the sample size 

C) smaller the value of 2/z  

D) narrower the confidence interval 
ANSWER:   A 

 
 



Question 2:  (8 marks) 

The length of time it takes to fill an order at a local Tim Hortons is normally distributed with a 

mean of 2.4 minutes and a standard deviation of 1.5 minutes.  

 

a) What is the probability that the average waiting time for a random sample of 25 

customers is between 1.7 and 2.9 minutes? 

 

 ANSWER:  

  P(1.7< X <2.9) = P(Z < 1.67) – P(Z < -2.33) = .9525-(1-.9901)=0.9426 

 

b) The probability is 95% that the average waiting time for a random sample of twenty 

five customers is greater than how many minutes? 

  

  ANSWER: 
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Question 3: (8 Marks) 

The filling machine at a local McDonald’s is operating correctly when the variance of the fill 

amount is equal to 0.8 ounces.  Assume that the fill amounts follow a normal distribution.   

 

a) What is the probability that for a sample of 26 bottles, the sample variance is 

greater than 0.5? 

 

 ANSWER:  
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b) The probability is 0.10 that for a sample of 26 bottles, the sample variance is less 

than what number? (Determine the value of the sample variance that would give 

the probability 10% or less.) 
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Part II: Concepts 
 

Question 4:  Describe the concept of stratified sampling.  Illustrate the technique with an 

example. 

Total marks: 10  

There are two random sampling techniques that use prior knowledge about the 

population and hence, reduce the costs of simple random sampling: 

   
  1) Stratified Sampling 

  2) Cluster Sampling 
(I) Stratified Sampling 
 

This technique divides the population into a number of distinct and similar subgroups, and then 

selects a proportionate number of items from each subgroup. 

 

“The use of stratified sampling requires that a population be divided into homogeneous 

groups called strata.  Each stratum is then sampled according to certain specified criteria.” 
 

If we can identify certain characteristics in the population and can separate these 

characteristics into subgroups, we require fewer sample points to determine the level or 

concentration of the characteristic under study. 

 

The optimal method of selecting strata is to find groups with a large variability between strata, 

but with only a small variability within the strata. 

 

i.e. Groups should have large inter-strata variation, but little intra-strata variation. 

 

Each subgroup contains persons who share common traits and each subgroup is distinctly 

different. 

 

Advantages:  
 

(1) If homogeneous subsets of a population can be identified, then only a relatively small number 

of sample observations are needed to determine the characteristics of each subset.  Thus, 

stratified sampling is usually less expensive than simple random sampling, because we only 

require a small number of sample points to get an accurate measure of the characteristic under 

study. 

 

(2) Use of prior knowledge about the population may improve the accuracy of the statistical 

inference based on stratified sampling as compared to simple random sampling   

          improvement in the “efficiency” of the estimate. 

 



Example: A politician hires a company to determine the political platform he/she should stress: 

job creation or lower taxes. The research team divides the population into income classes: Upper, 

middle and lower income groups. Then, they sample the proportionate amount from each strata: 

 

                 In this case, we know the population is composed of 15% upper income, 55% 

middle income and 30% lower income.  We then take a sample that contains 15% from the upper 

income strata, 55% from the middle income strata, and 30% from the lower income strata. 

 

 

 

Question 5:  Describe the concept of efficiency with respect to estimator properties. Total 

Marks: 10  

 

(I) Efficiency:  The most efficient estimator among a  

                           group of unbiased estimators is the one  

                              with the smallest variance (or dispersion  

                              of values). 

 

If 
 and

~
  are both unbiased estimators of  , and the variance of

  

is less than or equal to the variance of 
~
 , V V( ) (

~
)  , then

  

is an efficient estimator of  , relative to 
~
 . 

 

The most efficient estimator is called the best unbiased estimator, 

where “best” implies minimum variance. 
 

 

Relative Efficiency: is defined as the ratio of the variance of the two estimators: 
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R.E. = 1  equally efficient. 

 

What if one or both of the estimators are biased? 



 
 
We then calculate the MSE of the estimators to determine which estimator is best: 

Definition: Mean Squared Error ( MSE) 
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The MSE enables us to compare biased estimators. 
Note: 

            

MSE V if the Bias( ) ( ) ( )    0
. 

 

Definition:  

          Let 
  and

~
  be two estimators of  . 

 

Then
 is an efficient compared to 

~
 if MSE (

 )  MSE (

~
 ). 
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Graphical illustration: (I) 
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Question 6:  Define and illustrate the concept of Central Limit Theorem. Total Marks: 10  

 
Central Limit Theorem: 

“Regardless of the distribution of the parent population, as long as it has a finite mean µ and variance σ
2
, 

the distribution of the means of the random samples will approach a normal distribution, with mean μ 

and variance σ
2
/n, as the sample size n, goes to infinity.” 

 

(I) When the parent population is normal, the sampling distribution of X  is exactly normal.   

 

(II) When the parent population is not normal or unknown, the sampling distribution of X  is approximately 

normal as the sample size increases. 
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Part III: Proofs 
 

Question 7: Total marks: 10  

 

(i)  Using the fact that the mean of the chi-squared distribution is (n-1), prove that   
E S( )2 2 
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Part IV: SHORT ANSWER 
 

Question 8: (9 marks) 

 

Suppose we have two estimators of the population parameter  :  
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(i) Determine the bias, if any, of each estimator. 
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(ii) Determine the MSE. Which estimator is preferred? 

23

522

2

322

)(

6561
4)

~
()

~
()

~
(

36
)ˆ()ˆ()ˆ(

n
nbiasVMSE

n
nbiasVMSE

















 

 

First estimator is preferred. 

 

(iii) Determine if the estimators are consistent.  Explain. 

 

The bias and variance go to zero as n goes to infinity if the estimator is consistent.  Consistency property 

illustrates how the sampling distribution of an estimator changes as the sample size changes. 

 

Both estimators are not mean square consistent.  The bias goes to zero, but the variance does not go to 

zero as n approaches infinity. 
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Question 9: (12 Marks)  Consider the following population of data:  {12, 13, 14}.  

(i) Determine the mean and variance of the population. 

Total marks: 4 
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(ii) Determine the sampling distribution of the sample mean for a sample of size 2.  Graph this distribution with 

a simple bar graph. 

Total marks: 4  

 

X1,X2 X  

12, 12 12 

12, 13 12.5 

12, 14 13 

13, 12  12.5 

13, 13 13 

13, 14 135 

14, 12 13 

14, 13 13.5 

14, 14 14 

 

X  P( X ) 

12 1/9 

12.5 2/9 

13 3/9 

13.5 2/9 

14 1/9 
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(iii) Determine the variance of X ?                                                     Total Marks:4 

 

0.6667/2=0.3333=1/3 

 

 
Question 10: True/False and explain.  (3 marks) 

 

A narrower confidence interval for a population parameter with a given confidence level can be obtained by 

increasing the sample size. 

 

 

True: as more of the population information is used in the sample the narrower the confidence interval. 

 

Width of a confidence interval is 2×(Zα/2(σ/√n).  As n gets larger, the width gets narrower. 

 

 

 

 

 End of Exam 

P( X ) 

X  

12         12.5        13           13.5         14 
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Formulae 

Central Location:  
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   where:  i= 1,2,...,k, and  k is the number of distinct possible values of X . 

Dispersion:   
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